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Abstract. Surveillance videos provide rich information to identify people; however, they often contain partial
facial images that make recognition of the person of interest difficult. The traditional method of partial face
recognition uses a database that contains only full-frontal faces, resulting in a reduction in the performance
of recognition models when partial face images are presented. In this study, we augmented the database of
full-frontal face images and synthesized two- and three-dimensional facial images. We designed a method for
partial face recognition from the augmented database. To synthesize the two-dimensional (2D) facial images,
we divided the available video images into groups based on their similarity and chose a representative image
from each group. Then, we fused each representative image with a full-frontal face image using the scale-
invariant feature transform (SIFT) flow, and augmented the original database with the fused images. To design
a partial face recognition algorithm, we carefully evaluated the similarity between a set of video images from
cameras and an image from the augmented database by counting the number of keypoints given by the SIFT.
Compared to competitive baselines, the proposed method of partial face recognition has the highest face
recognition rates in four out of six test cases on the widely used ChokePoint dataset, using most subjects
(so-called subject group B) in the gallery. The proposed method also has recognition rates of approximately
22% to 72% on the test cases. The 2D face synthesis was found to outperform the three-dimensional (3D)
face synthesis on a large subject group, possibly because the method of 2D reconstruction retains important
facial features. The methods of augmentation and partial-face recognition are simple and improve the face
recognition rate of traditional methods.
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1. Introduction

Among several methods to identify a person, face
recognition stands out due to its multiple benefits. Un-
like identity recognition through a smartphone application,
fingerprint, key-card, or human-computer interface, face
recognition avoids physical contact and could be beneficial
during a pandemic [1]. Face recognition uses input images
from video cameras, which are ubiquitous, and can be used
for monitoring and surveillance purposes. Videos offer dif-
ferent views of a person, providing diversity for face recog-
nition and potentially improving the face recognition rate.
Face recognition from videos is widely used for identity ver-
ification.

The difficulties in face recognition arise from the en-
vironment in which the videos are recorded. The images
captured by the video cameras may originate either from
controlled or uncontrolled environments. In controlled en-
vironments [2], captured images have high resolution and
contain full frontal faces of a person under suitable lighting
conditions. In uncontrolled environments [3], captured im-
ages have low resolution and contain non-frontal, partial, or
occluded faces. Face recognition in uncontrolled environ-
ments is challenging, but has significant applications [4–6]
in surveillance and threat monitoring.

Existing research has provided several methods to im-
prove partial face recognition in uncontrolled environ-
ments. A previously proposed model [7, 8] employed a
super-recognition method by learning the relationship be-
tween the high-resolution space and very-low-resolution
space, and mapping a very low-resolution image to a high-
resolution image. For non-frontal facial input images, ac-
tive appearance model (AAM) was proposed [9] that fol-
lowed a multiresolution scheme. The first level of the
multiresolution scheme initialized a generic AAM and en-
abled automatic estimation of the pose angle. The next
level further refined the AAM model. A virtual frontal-
face image was created before matching it to the images in
the full-frontal face database [9]. An alignment-free face-
recognition method was also proposed [10] that used multi-
keypoint descriptor (MKD). It enabled advanced extraction
of features, including both the position and direction of the
facial image. Generally, MKD does not require facial align-
ment between the input and gallery image during thematch-
ing process. Instead, it uses sparse representation-based
classification (SRC) that classifies partial and occluded faces
[11].

The methods in existing research aim to enhance the
rate of face recognition andmitigate the difficulties encoun-
tered in partial face recognition. They apply image fusion to
extract and combine the representations of multiple video
images. The image fusion method can be divided into two
groups based on the fusion of pixels or features. A tech-
nique called pixel-fusion based stereo image retargeting was

proposed that is suitable for fusing two distinct images [12].
The proposed approach used image pairs to evaluate per-
formance. A single-pixel fusion method that combines two
stereo images was also proposed [12]. In this method, once
the input and reference information were fused, the input
images were compared to determine whether they depicted
the same face. Using feature fusion, the papers [13, 14]
proposed a technique called scale invariant feature trans-
form (SIFT) flow to combine the features of two images.
SIFT flow is robust against the misalignment of two im-
ages. It is suitable for the fusion of still and dynamic video
images taken in the same scene from different viewpoints.
Image fusion combines numerous input images into a few
images and simplifies the face recognition task.

In addition to image fusion, feature extraction is a com-
mon step in facial recognition. Feature extraction needs to
be robust against illuminations, image scaling, and image ro-
tation. The SIFT algorithm [15] extracts image features and
can handle various illuminations. The SIFT algorithm finds
matching keypoints between an input and database image.
The SIFT algorithm was used to proposed a stereo match-
ing method for partial face recognition using low-resolution
face images from a surveillance video [16]. Additionally, a
transformation matrix for facial features of low-resolution
and high-resolution images was also developed [16]. The
low-resolution image contains a face to be recognized and
the high-resolution image was a gallery image. The stereo
matching cost is obtained between the SIFT features of a
low-resolution image and a high-resolution image. The ap-
proach proposed in [16] contains the training and testing
states. In the training state, the model is trained using a
transformation matrix between high-resolution images and
low-resolution non-frontal face images. The training state
computes the descriptor for various facial locations. Us-
ing the SIFT descriptor, the testing state reconstructs ev-
ery point of the high-resolution gallery images from low-
resolution images and applies a stereo matching cost to
compute the distance between the two images. The fea-
tures can be compared to measure the similarity between
two images.

Augmentation is suitable for a database that contains
a few full-frontal faces of each person, taken, for exam-
ple, from an identification (ID) card or a passport. Several
studies have improved face recognition by augmenting gal-
leries using synthesized facial images. A technique called
domain-specific face synthesis (DSFS) was proposed [17],
which exploited the representative intraclass variation in-
formation in facial images that were captured in an uncon-
trolled environment and obtained frommultiple video cam-
eras. The paper [18] proposed a technique of 3D face re-
construction using more than one samples per person in
the database to better recognize a pose face and an oc-
cluded face. A hybrid face recognition using face synthesis
was proposed [19]. In this method, 2D face images were
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transformed, and 3D techniques were combined by extract-
ing the features obtained from the SIFT. A facial sketch
synthesis system was developed [20] using 2D combined
model-based face-specific Markov network (2DDCM) fea-
tures. The face synthesis in the 2DDCM approach uses
candidate patches that are derivatives of sample training
patches. Face synthesis is performed by emphasizing strong
lines or curves to enhance the shadow regions. A previous
study [21] proposed a synthesized virtual frontal face from
a pose image for face recognition. The first step is to build
a model as the morphable displacement field (MDF) to en-
code the full-frontal-face database calculated from the 3D
face model using the maximal likelihood correspondence
estimation (MLCE) method. In the paper [21], a mask was
generated from a 3D face model to aid face recognition. In
the paper [22], 3D morphable model (3DMM) and gener-
ative adversarial network (GAN) were proposed to restore
de-occluded facial images. The 3DMM framework removes
face occlusions from other objects and synthesizes a face
region. Synthesized images were added to the gallery to
provide different views of the full-frontal face images.

Existing face recognition methods are fundamentally
limited. Current 3D synthesis methods need to estimate
the roll, pitch, and yaw of a face for face reconstruction.
A synthesis of illumination and lightning conditions is also
required [17, 18]. However, these steps are not straightfor-
ward. A simple method for augmenting the full-frontal face
gallery, combined with a simple method for face recogni-
tion, will improve the face recognition rate.

In this study, we designed simple methods of face syn-
thesis to augment the gallery. We also designed the cor-
responding method of partial face recognition to improve
the performance of still-to-video face recognition. The pro-
posed method takes videos of a person and the full-frontal
face gallery as an input and identifies the person in the
gallery that matches the person in the video. The video im-
ages were obtained from uncontrolled environments. The
main aims of this study are as follows.

• design a simple method of 2D face synthesis, to aug-
ment the full-frontal face images in the gallery with
the synthesized profile images.

• propose a method for partial face recognition.

• perform a comparison of the rate of face recognition
of the proposed method with that of existing meth-
ods.

The proposed face recognition method is based on a simple
but effective idea of scoring the difference between images
in the gallery and input videos. The proposed face synthesis
and recognition methods are easy to implement and result
in a better face recognition rate than the baseline methods.
They have practical utility and are suitable for recognizing
partial faces in videos.

Fig. 1. Face recognition provides the index n̂ of the
gallery image that best matches the person in the videos.

The remainder of this paper is organized as follows.
Section 2 describes this problem. Section 3 develops the
methods of 2D and 3D face syntheses to augment gallery
images, and develops a method for face recognition from
augmented gallery images. Section 4 evaluates the proposed
method, and compares the face recognition rate to the base-
lines. Section 5 concludes the paper and summarizes the
important findings.

2. System Model

A face recognition system takes videos containing a
person’s face and gallery images of the full-frontal faces
of different people as input, as shown in Fig. 1. Videos
were recorded by ncam cameras to provide different view-
points of the person of interest, where ncam ≥ 1. Each
video frame was a color image of the full or partial face
of the person of interest. The gallery images consisted of
N full-frontal face grayscale images of N distinct people,
one of whom appears in the input videos. As per conven-
tion, N distinct people in the gallery were indexed and re-
ferred to as 1, 2, 3, . . . , N . In this study, we aimed to iden-
tify the person who appears in the videos so that the face
recognition rate is as high as possible. The output of the
face recognition system is the index n̂ of the person in the
gallery that best matches the person in the video, where
n̂ ∈ {1, 2, 3, . . . , N}.

3. Proposed Method

The proposed method for face recognition consists of
two steps: face synthesis and face recognition. In the face
synthesis stage, we augment each full-frontal face gallery
image with images of the same person in different views.
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Fig. 2. The proposed 2D and 3D face syntheses extend the reference set.

We utilize two methods of face synthesis: 2D face synthe-
sis and 3D face reconstruction. Both methods synthesize
additional views for each full-frontal face image in a gallery.
After face synthesis, we developed an algorithm to recog-
nize the person in the videos from the gallery by matching
the person in the videos to the most similar person in the
augmented gallery.

Figure 2 depicts the overall workflow of the proposed
method of face synthesis and face recognition. As described
in the previous section, the inputs are videos and full-frontal
gallery images, and the output is the index of the person:
n̂2D if the 2D face synthesis is in use; n̂simple, 3D if the 3D
face synthesis is in use, and if the full-frontal face images
are excluded from the augmented gallery; and n̂all, 3D if the
3D face synthesis is used, and if the full-frontal faces are
included in the augmented gallery. The outputs from 2D
and 3D face syntheses are augmented galleries, which con-
tain various views of each full-frontal face image. The face
recognition algorithm considers the augmented galleries as
well as the input videos, and outputs the index of the person
in the gallery that best matches the person in the videos.

Figure 3 depicts an example of the input and output
of the proposed 2D face synthesis. The input consists of
videos and a gallery of images. The output, through the
process that we will soon describe, is a matrix of images.
Each row represents a person who appears in the gallery.
The columns show different views of the person, starting
from full-frontal face images in the first column to other
views in the remaining columns. The number of other
views is denoted as q in the figure. The q is the number of
groups of distinct images in the videos. For a given person,
the image in a column is a fusion of the full-frontal face

image and the representative image from each group. Fig-
ure 3 gives an overview of the 2D face synthesis procedure.

Fig. 3. The proposed 2D face synthesis fuses the gallery
and input video images.

3.1. Two-Dimensional Face Synthesis

The proposed method of face synthesis consists of four
steps: preprocessing, grouping, finding group representa-
tives, and image fusion, as shown in Fig. 4. First, prepro-
cessing is used to prepare the video images for enhanced
face recognition. The preprocessing methods used in the
proposed method are grayscale conversion, face detection,
image resizing, and image equalization. Grayscale conver-
sion converts the color image in each video frame into a
grayscale image. Face detection uses the AdaBoost cascade
classifier [23] to identify and crop a face in each video frame
image. Image resizing scales the cropped facial image to di-
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mensions ofm×m pixel2, wherem is a design parameter.
Image equalization [24] adjusts the contrast and enhances
the quality of each cropped and resized image. Preprocess-
ing converts a sequence of video frames into a sequence of
grayscale images containing the face of the person of in-
terest. Second, the incoming video images are partitioned
into several groups, each containing similar images. The
first image in the preprocessed video sequence is selected
as a member of the first group. Subsequent video images
similar to the first image of the current group are included
as group members. We measure the similarity between two
video images using the mean square error (MSE) of their
difference. The two images are considered similar if their
MSE is below the design threshold. A video image that
is very different from the first image of the current group
triggers the creation of a new group and becomes the first
image of the new group. Upon completion of the compar-
ison, the grouping step partitions the video images into a
certain number, q, of groups. Third, to determine a repre-
sentative of each group, we choose the first image in each
group as the representative image. This approach is reason-
able given that all images in the same group are similar in
appearance, as measured byMSEs. Fourth, in image fusion,
we used the SIFT flow [14] to fuse the full-frontal face im-
age and the representative image from each group. The 2D
face synthesis results in an augmented gallery, as illustrated
in Fig. 5.

Fig. 4. The proposed 2D face synthesis method consists
of four major steps.

Algorithm 1 shows the algorithm for 2D face synthe-
sis. Lines 1–23 of the algorithm divide the frames in the
video into groups. Each group consists of video images
that are similar to one another. The variable groupCount
denotes the current number of groups. The groupCount
is initialized to zero. The algorithm then iterates through
each frame of the video. If the number of groups is zero,
the first image is immediately converted into a new, ad-
ditional group, and is declared the representative of that
group. A variable Gimg is a representative image of the cur-

rent group. If the number of groups is not zero, the current
image is compared to the representative image by the MSE
in line 11. If the MSE exceeds a threshold, the current im-
age is deemed to be different from the images in the current
group, and the current image triggers the creation of a new
group. The current image also becomes the representative
image of the group, as seen in lines 16–19. Upon comple-
tion of the grouping procedure, the array group[i] is a list
of video images in the ith group, and the first element in
the list is the representative image of the group. Finally, the
algorithm fuses each representative image with each frontal
facial image using the SIFT flow in line 31, resizes the fused
image to the original dimension ofm×m pixel2, and aug-
ments the fused, resized image to the gallery. Subsequently,
the algorithm of the 2D face synthesis is terminated.

Algorithm 1 Two-dimensional Face Synthesis

Input: A sequence Si of images from the ith camera,
where 1 ≤ i ≤ ncam; A sequence D of N frontal-face
square images from the database

Output: an array Daug[1..N ][0..q] of augmented gallery
images

1: Initialize the total number of groups to zero:
groupCount = 0

2: for i = 1 to ncam do
3: for j = 1 to Number of images from the ith camera

do
4: Let I denote the jth image from the ith camera:

I = Si[j]
5: if (groupCount == 0) then
6: groupCount = groupCount + 1
7: Initialize group[1] to be the empty array
8: Append image I to the array group[1], i.e.,

Gimg = group[1][0] = I
9: Initialize the number of images in the current

group to one: gsize = 1
10: else
11: mse= MSE between I and Gimg
12: if (mse≤ threshold) then
13: Append image I to group

group [groupCount], i.e.,
group[groupCount] [gsize] = I

14: gsize = gsize + 1
15: else
16: groupCount = groupCount + 1
17: Initialize group[groupCount] to be the

empty array
18: Append image I to array group

[groupCount], i.e., Gimg =
group[groupCount][0] = I

19: Initialize the number of images in the
current group to one: gsize = 1

20: end if
21: end if
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(a) Input video images are converted into q groups, shown as an example for q = 9. The representative image of
each group (top row) is fused with the full-frontal face image (left) to form a synthesized face.

(b) After the proposed algorithm partitions the video im-
ages into q groups, the algorithm fuses each one of N
full-frontal face image with the representative image of
each group.

Fig. 5. The 2D face synthesis produces the augmented gallery, which contains the original N full-frontal face images
and Nq synthesized images.

22: end for
23: end for
24: Assign q = groupCount
25: Initialize Daug to be an array of N rows and 1 + q

columns.
26: for r = 1 to N do
27: Fimg = the rth full-frontal face image,D[r], in the

gallery
28: Daug[r][0] = Fimg
29: for k = 1 to groupCount do
30: Gimg = the representative image, group[k][0],

of the kth group
31: Daug[r][k] = getSIFTFLOW(Gimg, Fimg)
32: Resize the augmented image Daug to the size of

m×m pixel2
33: end for
34: end for

3.2. Three-Dimensional Face Synthesis

In 3D face synthesis, we use the render-and-rotate
method [25] with a pre-trained GAN to produce profile

images from each N full-frontal face image. The profile
images are set such that their yaw angles are ±35◦, which
cover a reasonable range of angles, as shown in Fig. 6. The
profile images provide different views of each person, im-
proving the chance of correctly identifying the person of
interest in the input videos.

We produce an augmented gallery in two slightly differ-
ent manners. First, the augmented gallery consists of the
profile images of −35◦, 0◦, and 35◦ yaws from the render-
and-rotate method.1 Second, the augmented gallery con-
tains only the −35◦ and 35◦ profile images. Excluding the
0◦ yaw image is beneficial when the input video images are
heavily occluded, because a full-frontal face image compli-
cates the decision of the face recognition system. Three-
dimensional face synthesis reconstructs the missing portion
of the face and provides profile images that are similar to
those appearing in the pre-trained dataset.

Algorithm 2 Face Recognition from Augmented
Database

Input: A sequence Si of images from the ith camera,
where 1 ≤ i ≤ ncam; An array Daug[1..N ][0..q] of

1The profile image of 0◦ yaw is slightly different from the input full-frontal face image to the render-and-rotate method.
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(a) Example of full-frontal faces and
rotated images

(b) Example of augmented gallery that contains only profile images

Fig. 6. Full-frontal face images from the ChokePoint dataset are rotated to −35◦ and 35◦.

the augmented gallery images
Output: An index n̂ of the gallery image that best matches

the person in the input videos, where 1 ≤ n̂ ≤ N
1: for i = 1 to ncam do
2: for j = 1 to Number of images from the ith camera

do
3: Detect a face in the image Si[j]
4: Crop a square that contains a face in image Si[j]
5: Resize the cropped facial image tom×m pixel2

and equalize the image
6: Initialize S̃i[j] to be the resultingm×m equalized

facial image
7: end for
8: end for
9: for r = 1 to N do
10: for k = 0 to q do
11: Resize the gallery image Daug[r][k] to the size of

m×m pixel2 and equalize it
12: Initialize D̃aug[r][k] to be the resized, equalized

gallery image
13: end for
14: end for
15: maxScore=−∞
16: for r = 1 to N do
17: for i = 1 to ncam do
18: selectedIndices = imageSelection

(S̃i, D̃aug[r][0])
19: for each j ∈ selectedIndices do
20: for k = 0 to q do
21: curr = Match(S̃i[j], D̃aug[r][k])
22: if (curr > maxScore) then
23: maxScore = curr
24: n̂ = r
25: end if
26: end for
27: end for
28: end for
29: end for
30: return n̂

3.3. Face Recognition

The proposed method for face recognition uses video
images and augmented gallery images as the input and iden-
tifies the person in the gallery image that best matches the
person in the videos. The overall face recognition method
consists of three main steps: pre-processing, image selec-
tion, and image identification, as shown in Fig. 7. Pre-
processing detects a face from each video image and ad-
justs the image contrast. Image selection selects a subset
of video images that are suitable for face recognition and
discards poor quality images that do not provide sufficient
features for face recognition. Image identification finds the
features of each selected video image and measures the sim-
ilarity between each selected video image and gallery image.
The output of the face recognition method is the index n̂
of the augmented gallery.

The proposed face recognition method is presented in
Algorithm 2. The input is the video image Si from the ith
camera, where 1 ≤ i ≤ ncam, and arrayDaug[1..N ][0..q] of
augmented gallery images, which come from either the 2D
face synthesis, the 3D face synthesis with full-frontal faces
and the profile faces, or the 3D face synthesis with the pro-
file faces only, where q denotes the number of views. The
output of the algorithm is the index n̂ of the gallery image
that best matches the video images, where 1 ≤ n̂ ≤ N .
Lines 1–14 represent the preprocessing steps. The video
images are cropped to contain the face, resized to a square
of sizem×m pixels2, and equalized to adjust the contrast.
Similarly, gallery images are resized to the same size and
equalized. Line 15 initializes the variable maxScore to the
smallest number. The variable maxScore is the level of
similarity between the video and gallery images. Lines 16–
29 iterate through each N gallery image and ncam camera.
Line 18 selects a subset of the video images (from the cur-
rent camera) that look similar to the reference image, which
is considered to be the first available view in the augmented

ENGINEERING JOURNAL Volume 27 Issue 4, ISSN 0125-8281 (https://engj.org/) 35



DOI:10.4186/ej.2023.27.4.29

gallery. The selection method appears in our previous con-
tribution [26, Algorithm 4] and will not be repeated here.
The rationale for image selection is to discard low-quality
images from the pool to enhance the face recognition rate.2
Lines 19–20 iterate through each of the selected video im-
ages and view in the augmented image. Line 21 finds the
similarity between the current video image and the current
gallery image. The score is computed using SIFT [15],
which returns the number of matching keypoints between
two images. Lines 22–25 update maxScore and the best
matching index n̂, if the number of keypoints is greater
than the previously recorded maximum. Line 30 returns
the index n̂ that best matches video images. Subsequently,
the algorithm terminates.

Fig. 7. The proposed face recognition method uses an
extended reference set.

4. Performance Evaluation

To evaluate the performance of our proposed method,
we applied the proposed face recognition algorithm, given
by Algorithm 2, to a benchmark dataset and compared the
face recognition rate to those of the baseline algorithms
[26,27]. The benchmark dataset was the Chokepoint dataset
[28], which is widely used. The dataset provided a database
of 25 high-resolution full-frontal-face gallery images, con-
sisting of 19 males and six females. The baselines are uni-
fied face image (UFI) [27] and multiple-camera algorithms
[26], which are suitable for face recognition from multiple
videos. All the algorithms were evaluated in the same set-
ting to ensure fairness of the comparison. A higher face
recognition rate indicates better performance.

We selected suitable parameters for performance eval-
uation. We determined the threshold that appears in line 12
of Algorithm 2 as 65. A small threshold yields a large num-
ber q of synthesized faces per person and a large augmented
gallery, which may lead to ambiguity in face detection and
a low face recognition rate. A large threshold yields a small

number of synthesized faces and a small augmented gallery,
which could be too small for the detection of occluded faces
in the input video. The threshold of 65 is derived from trial-
and-error, and suits the benchmark dataset. Twelve subjects
(denoted subject group A) and 22 subjects (subject group
B), out of the 25 available in the dataset, were selected to
reduce the running time of the evaluation test and to mimic
a typical situation for which the number of persons in the
gallery is larger than the number of persons being recog-
nized through the videos. The subjects served as fair repre-
sentatives for performance evaluation. In the Chokepoint
dataset, we selected six test cases, called ES1, ES2, ES3,
LS1, LS2, and LS3, to be consistent and to facilitate com-
parison with the baseline methods [26, 27]. Each test case
provided images captured by two video cameras in two dif-
ferent views of a person. See Fig. 8 as an example of an
input video image. In each test case, the video frames from
the same camera were sufficiently similar. We took the first
thirty frames as an input to the face synthesis algorithm (Al-
gorithm 1) in subject group A, and took all frames in subject
group B, to demonstrate that, if large enough, the number
of frames for face synthesis is insignificant. However, when
we performed face recognition (Algorithm 2), we used all
available video frames to enhance the face recognition rate.
In the UFI algorithm, we averaged k = 2 images [27]. The
chosen parameters were suitable and enhanced the perfor-
mance of both the proposed and the baseline algorithms.

Tables 1 and 2 show the face recognition rates of the
various methods for the subjects in group A and group
B, respectively. The existing methods consist of the UFI
[27] and the multiple-camera method [26]. The proposed
method includes three different variations to augment the
gallery: 2D face synthesis, 3D face synthesis with ±35◦

profile images, and 3D face synthesis with−35◦, 0◦,+35◦

profile images. Different test cases appear in different
columns, which are labelled as ES1, ES2, ES3, LS1, LS2,
and LS3. Videos in test cases ES1–ES3 contained large
yaw angles of the people, while videos in test cases LS1–
LS3 contained small yaw angles, approximately 10◦–20◦.
In general, test cases ES1–ES3 were more difficult for face
recognition than test cases LS1–LS3. Entries in the table
denote the face recognition rate of each method under each
test case. The highest face recognition rate for each test case
is emphasized with an underline.

Several conclusions can be drawn from the results in
Table 1. Our method has a higher recognition rate than
existing methods for the test cases ES2, ES3, and LS3.
The highest face recognition rates were mostly due to the
method of 3D face synthesis, combined with the proposed
face recognition, and were 41.7%, 41.7%, and 66.7% for
test cases ES2, ES3, and LS3, respectively. Test cases ES1,
LS1, and LS2 were the ones in which the proposed method
were not the best performer. For ES1, themethod of fusion

2The selection process occurs for a 2D-augmented gallery only. For a 3D-augmented gallery, all available video images are in use.
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(a) Example input images at every eighth frame of a video from portal camera 1

(b) Example input images at every eighth frame of a video from portal camera 2

Fig. 8. Input images of ChokePoint dataset are captured from camera 1 and camera 2.

(a) UFI (b) No Fusion (c) Fusion

(d) Proposed: ±35◦ (e) Proposed: ±35◦, 0◦ (f) Proposed: 2D

Fig. 9. Confusion matrices are shown for the most difficult test case ES1, where most video frames consist of occluded
faces (Subject group A).
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(a) UFI (b) No Fusion (c) Fusion

(d) Proposed: ±35◦ (e) Proposed: ±35◦, 0◦ (f) Proposed: 2D

Fig. 10. Confusion matrices are shown for the simplest test case LS1, where most video frames consist of full-frontal
faces (Subject group A).

(a) UFI (b) No Fusion (c) Fusion

(d) Proposed: ±35◦ (e) Proposed: ±35◦, 0◦ (f) Proposed: 2D

Fig. 11. Confusion matrices are shown for the most difficult test case ES1, where most video frames consist of oc-
cluded faces (Subject group B).
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Table 1. Face-recognition rates of the proposed methods outperform face-recognition rates of a baseline for subject
group A.

Test cases on subject group A
Method ES1 ES2 ES3 LS1 LS2 LS3
UFI [27] 8.3% 8.3% 8.3% 8.3% 8.3% 8.3%
No Fusion [26] 33.3% 25.0% 25.0% 91.7% 66.7% 41.7%
Fusion [26] 41.7% 25.0% 33.3% 33.3% 25.0% 41.7%
Proposed: 3D Rotated Face −35◦, 35◦ 25.0% 25.0% 16.7 % 33.3% 41.7% 25.0%
Proposed: 3D Rotated Face −35◦, 0◦, 35◦ 16.7 % 41.7 % 41.7% 50.0% 41.7% 66.7%
Proposed: 2D Face Synthesis 33.3% 25.0% 25.0% 66.7% 50.0% 58.3%

Table 2. Face-recognition rates of the proposed methods outperform face-recognition rates of a baseline for subject
group B.

Test cases on subject group B
Method ES1 ES2 ES3 LS1 LS2 LS3
UFI [27] 4.5% 4.5% 4.5% 4.5% 4.5% 4.5%
No Fusion [26] 22.7% 22.7% 27.3% 77.3% 63.6% 40.9%
Fusion [26] 22.7% 22.7% 31.8% 36.4% 40.9% 31.8%
Proposed: 3D Rotated Face −35◦, 35◦ 18.2% 27.3% 18.2 % 36.4% 36.4% 36.4%
Proposed: 3D Rotated Face −35◦, 0◦, 35◦ 13.6 % 18.2 % 27.3 % 54.5% 45.5% 50.0%
Proposed: 2D Face Synthesis 22.7% 27.3% 31.8% 72.7% 63.6% 36.4%

achieved the highest face recognition rate of 41.7%, which
is better than the face recognition rate of 16.7% achieved by
the proposed 3D face synthesis with −35◦, 0◦,+35◦ pro-
file images. In test cases LS1 and LS2, the method of no
fusion achieved the highest face recognition of 91.7% and
66.7%, which are better than the face recognition rates of
50.0.% and 41.7% achieved by the proposed 3D face syn-
thesis with −35◦, 0◦,+35◦ profile images. The proposed
method of 3D face synthesis with −35◦, 0◦,+35◦ profile
images achieves the highest face recognition rates in three
out of six test cases and outperforms the other methods in
subject group A.

For a larger subject group B in Table 2, the proposed
face recognition method of 2D face synthesis is the best
performer, achieving the highest face recognition rates at
22.7%, 27.3%, 31.8%, and 63.6% in four (ES1, ES2, ES3,
LS2, respectively) out of six test cases. In test case LS1, the
method of no fusion has the highest face recognition rate of
77.3%, while the 2D face synthesis method is the runner-up
having the face recognition rate of 72.7%. In test case LS3,
the best performer is the proposed 3D face synthesis with
−35◦, 0◦,+35◦ profile images. For the subject in group B,
the best performer is the proposed 2D face synthesis.

Figures 9–12 show the confusion matrices for the most
difficult test case ES1 and the simplest test case LS1, to give
further details on the face recognition rates in Tables 1 and

2. The video frames for the LS1 test case contain a full
frontal face. In contrast, the video frames for the ES1 test
case contain an occluded face. Each row of the confusion
matrix is the ID number of the actual person, while each
column is the ID number of the predicted person by the
face recognizer. The red entries in the confusion matrices
are misclassifications, while the blue ones are correct classi-
fications. In these test cases, the UFI predicts every person
in the test videos to be person number 12, hence the face
recognition rate of 1

12 = 8.3% for subject group A and
1
22 = 4.5% for subject group B throughout both ES1 and
LS1, and indeed for all test cases. Another systematic error
appears in the face recognition from the 3D face synthesis
with−35◦, 0◦,+35◦ profile gallery, in Fig. 9(e). There, the
predicted person tends to be person ID 1, reducing the face
recognition rate of the method in the difficult ES1 test case.
The confusion matrices offer the insight into the prediction
performance of the face recognition methods.

Figure 13 depicts the face recognition rates of different
methods across test cases and subject groups. The largest
face recognition rate is at 91.7%, due to the method of no
fusion on test case LS1 and subject group A. Except the
UFI, all methods tend to have a larger face recognition rates
on the LS1–LS3 test cases than on the ES1–ES3. Although
face recognition rates are affected by the subject group,
their face recognition rates do not change much. For ex-
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(a) UFI (b) No Fusion (c) Fusion

(d) Proposed: ±35◦ (e) Proposed: ±35◦, 0◦ (f) Proposed: 2D

Fig. 12. Confusion matrices are shown for the simplest test case LS1, where most video frames consist of full-frontal
faces (Subject group B).

Fig. 13. While the method of no fusion achieves the highest face recognition rate in a certain test case, the 2D method
has the most consistent performance.
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ample, the method of 2D face synthesis performs relatively
well on the test cases for both subject groups A and B, and
so is the method of no fusion. The UFI consistently un-
derperforms comparing to the other methods. Given its
consistent performance, the method of 2D face synthesis is
a recommended method.

The 2D face synthesis has several appealing properties
that enhance a face recognition rate and lead to a better
recognition performance than other methods in a large sub-
ject group B. Both 2D and 3D face syntheses extend the
full-frontal-face galleries, and improve the face recognition
rates of the UFI, fusion method, and non-fusion method,
which do not augment the full-frontal-face gallery. The
main difference between the 2D and 3D face syntheses is
that the 2D synthesis uses the input video frames in con-
structing the augmented gallery. The 3D face synthesis uses
only the full-frontal face images, together with a neural net-
work that is previously trained with generic images of per-
sons. The videos of the person to be recognized helps the
2D face synthesis capture important facial features of the
person. These properties of the 2D face synthesis lead to
the face recognition rate that is generally larger than the face
recognition rates of other methods observed in a large sub-
ject group B.

The proposed face recognition method has several
practical applications. Overall, the proposed methods can
recognize faces well in input videos with small to moderate
facial occlusions. The proposed methods adjust the con-
trast of the input video frames, making them more robust
to different lightning conditions. The proposed method
works with a limited gallery, which consists of a full-frontal
face for each person and augments the gallery images to
improve the face recognition rate. The proposed method
is suitable for partial face recognition in uncontrolled envi-
ronments.

Although the proposed method has higher face recog-
nition rates than the baselines in most test cases, several
future studies can be applied to enhance its performance.
The first future work is to enhance the input video images
to have a higher resolution. Future work will help improve
the face recognition rate for input videos that are poor in
quality. The second future work will be the exploration of
different techniques for face recognition. The techniques
in the proposed method evaluate the similarity between the
input videos and each gallery image based on the num-
ber of matching keypoints. Other promising techniques
include face synthesis that uses machine learning, such as
the face augmentation generative adversarial network (FA-
GAN) [29] and classification with sparse representation-
based classification (SRC) [4, 17]. The third future work
is performance evaluation on a larger dataset, such as the
COX Face Database [30], to add more test cases to the eval-
uation scenario. Using this work as a basis, several direc-
tions can lead to future extensions of this study.

5. Conclusion

The objective of this study was to design a method for
face synthesis and partial face recognition from the input of
multiple videos. We propose two methods for face synthe-
sis: 2D and 3D. In 2D face synthesis, we partition the input
video frames into several groups according to the similarity
of the frame images, choose a representative image from
each group, and fuse the representative image with each
full-frontal face image in the gallery using SIFT flow. In
3D face synthesis, we used a pre-trained neural network to
reconstruct the profile images of each person in the gallery.
The proposed partial face recognition method measures
similarity by counting the number of SIFT keypoints be-
tween the video frames and each image in the augmented
gallery. The SIFT algorithm is robust to partial and oc-
cluded face recognition. The augmented gallery image with
the maximummatching keypoints was chosen to be the per-
son who appears in the video frames. Face synthesis en-
hances the face recognition rate by adding different view-
points to a full-frontal face image.

To evaluate the performance, we compared the face
recognition rate of the proposed method with those of
the baselines. The baselines were UFI, fusion, and no-
fusion methods. The benchmark dataset was the Choke-
Point dataset, which is widely used and provides several test
cases. Compared with the baseline methods, the proposed
method had the highest face recognition rates in four out
of six test cases, in a large subject group (so-called sub-
ject group B). The face recognition rates of the proposed
method are generally high when the videos contain faces
with small yaw angles of approximately ±20◦. The 2D
face synthesis method has a better face recognition rate
than the 3D method in a large subject group, perhaps be-
cause it constructs the augmented gallery using the facial
features. Overall, the proposed face recognition method
outperformed baseline methods.

The proposed face synthesis and partial face recogni-
tion methods are useful in several situations. When the
gallery contains only full-frontal face images, the proposed
face synthesis method does not require knowledge of the
rolls, pitches, or yaws of the input video images, making it
easy to use. The proposed partial face recognition method
works seamlessly with an augmented gallery, potentially in-
creasing the face recognition rate. The proposed method
of face synthesis and partial face recognition has practical
utility and is suitable for recognizing partial faces in uncon-
trolled environments.
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