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Abstract. Nonlinearity, complexity, and technological limitations are causes of 
troublesome measurements in multivariate chemical processes. In order to deal with these 
problems, a soft sensor based on concordance correlation coefficient subsets integrated 
with parallel inverse-free extreme learning machine (CCCS-PIFELM) is proposed for 
multivariate chemical processes. In comparison to the forward propagation architecture of 
neural network with a single hidden layer, i.e., a traditional extreme learning machine 
(ELM), the CCCS-PIFELM approach has two notable points. Firstly, there are two 
subsets obtained through the concordance correlation coefficient (CCC) values between 
input and output variables. Hence, impacts of input variables on output variables can be 
assessed. Secondly, an inverse-free algorithm is used to reduce the computational load. In 
the evaluation of the prediction performance, the Tennessee Eastman (TE) benchmark 
process is employed as a case study to develop the CCCS-PIFELM approach for 
predicting product compositions. According to the simulation results, the proposed 
CCCS-PIFELM approach can obtain higher prediction accuracy compared to traditional 
approaches.  
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Nomenclature N      Number of training samples 

A     Input matrix tstN    Test sample size used in performance indicators 

ia      The thi −  sample in the input vector ijO      Original value of the data sample 

ixa
 

max j
O  Maximum value of the data sample 

ijO      Original value of the data sample 

xa
 

min j
O  Minimum value of the data sample max j

O  Maximum value of the data sample 

NegA Input matrix with negative CCC values norm ij
O Normalized value of the data sample 

PosA Input matrix with positive CCC values lq        Input weight of the thl −  hidden neuron 

TA   Transpose of the input matrix LQ       Input weights of IFELM for L  hidden neurons 

lb
 

Bias of the thl −  hidden neuron 1lq +      Input weight of the 1 thl + −  hidden neuron 

LB
 

Biases of IFELM for L  hidden neurons +1LQ   Input weights of IFELM for 1L +  hidden neurons 

1lb +   Bias of the 1 thl + −  hidden neuron 
NegQ   Input weights of CCCS-PIFELM for the subset with negative  

            CCC values 
NegB  Biases of the hidden layer with the negative subset for CCCS- 

         PIFELM 

PosQ    Input weights of CCCS-PIFELM for the subset with positive  

           CCC values 
PosB

 

Biases of the hidden layer with the positive subset for CCCS-
PIFELM 

1Q        Input weights of PELM for the first part of the hidden layer 

0B
 

Biases of the output layer that is set at zero for CCCS-PIFELM 
2Q       Input weights of PELM for the second part of the hidden layer 

1B
 

Biases among the input layer and the first part of the hidden 
layer for PELM 

xtr          Concordance correlation coefficient between the thx −  input  

                  feature and the tht −  output feature 
2B

 

Biases among the input layer and the second part of the hidden 
layer for PELM 

S
 

        Training sample dataset 

c
 

Extra hidden layer output vector 
U          Activation value of the hidden layer neurons for CCCS- 

                 PIFELM 

Neg

Neg

L
c

 

Extra hidden layer output vector with negative CCC values for 
NegL   

LU        Activation value of the hidden layer neurons for IFELM 

Pos

Pos

L
c

 

Extra hidden layer output vector with positive CCC values for 
PosL  

+1LU   Inverse-free recursive of the matrix H  for IFELM 

Tc
 

Transpose of matrix c  
+

1

1LU    The first-part formulation for +1LU  in IFELM 

( )f  Transfer function +

2

1LU    The second-part formulation for +1LU  in IFELM 

iG
                        The second part of hidden layer of the thi −  sample for PELM 

LU        Inverse-free recursive of the matrix H  for CCCS-PIFELM 

TG                 Transpose of matrix G  1

LU        The first-part formulation for 
LU  in CCCS-PIFELM 

+G               Moore-Penrose pseudoinverse of the matrix G  2

LU        The second-part formulation for LU  in CCCS-PIFELM 

H                     Hidden layer output matrix 
Z

 

        Target output 

iH
                  The first part of hidden layer of the thi −  sample for PELM iz            The thi −  sample in the output vector 

NegH Hidden layer output matrix with a negative subset for  
             CCCS-PIFELM 

itz           The n -dimensional vector of the thi −  sample for the CCC  

                  calculation 
PosH Hidden layer output matrix with a positive subset for  

             CCCS-PIFELM 
tz          Mean value of the tht −  output feature 

TH               Transpose of matrix H  pz          Observed value used in performance indicators 

+H          Moore-Penrose pseudoinverse of the matrix H  

' pz        Predicted value used in performance indicators 

ELMJ Objective function for ELM Ẑ           Predicted output 
L      Size of hidden neurons Greek letters 

NegL     Size of hidden neurons in which extra hidden neurons are  
          added to the subset with negative CCC values 

         Output weights 

PosL     Size of hidden neurons in which extra hidden neurons are  
          added to the subset with positive CCC values 

 +1L  Output weights of IFELM with 1L +  hidden neurons 

m       Size of the elements in the input vector  t       Weight between the hidden neurons and the tht −  output neuron 

1m
                                  Size of the elements in the input vector with positive CCC  

          values 

 1      Output weights of PELM for the first part of the hidden layer 

2m
                              Size of the elements in the input vector with negative CCC  

          values 

 2
   Output weights of PELM for the second part of the hidden layer 

n
                                              Size of the elements in the output vector        Output weights with the biases of the output layer set to zero 
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1. Introduction 
 
Due to the complicated behavior of multivariate 

chemical processes, advanced monitoring and control 
methods are required to obtain high product quality [1, 2]. 
The increasing complexity of industrial processes makes 
the development of process models time-consuming and 
difficult to achieve high accuracy [3, 4]. Some important 
process parameters such as efficiency and product 
composition are difficult to estimate and predict. 
Therefore, a soft sensor with high accuracy is a crucial 
element in industrial processes. With the emergence of 
statistical and neural network methods [5], various neural 
network methods, such as feedforward neural networks 
[6], functional link neural networks [7], and recurrent 
neural networks [8], are applied to deal with nonlinear 
relationships among input and output parameters [9]. 

An architecture of neural network using forward 
propagation with a single hidden layer has been generally 
used to predict process parameters because it has an 
explicit structure and good generalization performance 
[10]. Extreme learning machine (ELM) is a neural 
network with a single hidden layer in which the weights 
between neurons in input layer and neurons in hidden 
layer are assigned using a random approach. The weights 
between neurons in hidden layer and neurons in output 
layer are obtained by the Moore-Penrose (MP) 
pseudoinverse method [11, 12]. In terms of 
computations, ELM has a remarkably fast computational 
speed compared to networks based on the 
backpropagation (BP) method [11, 13]. In addition, it has 
been demonstrated that the ELM can surpass many 
neural networks in terms of generalization performance 
[14]. The ELM has been widely applied as a powerful 
method in a variety of fields, including regression [15-17], 
classification [18, 19], modeling [20-23], prediction [24-
26], and control [27, 28].  Due to its outstanding features, 
ELM can be used to develop a data-driven soft sensor 
with good generalization performance and fast 
computational speed. Shao et al. [29] developed a 
probabilistic mixture of ELM with semi-supervised 
learning as a soft sensing approach to enhance 
representation capabilities and avoid overfitting problems. 
Zhang et al. [30] proposed integrated methods between 
the evolutionary algorithm and ELM to predict the melt 
index of products from propylene polymerization 
processes. They used the modified gravitational search 
algorithm to obtain suitable biases and weights for ELM. 

The objectives of developing soft sensors for 
industrial applications are satisfactory precision and rapid 
feedback. In fields of process control [4, 31, 38], it is 
important that measurements from soft sensors are 
rigorous and reliable. The rapid feedback of soft sensors 
can result in a better process control performance. 
Moreover, soft sensors should be able to cope with some 
specific issues, such as strongly nonlinear relationships 
and interactions between input and output features. For 
the development of efficient soft sensors, some 
adjustments to ELM have to be implemented to meet 

particular needs and cope with specific issues. In the 
conventional ELM approach, relationships between 
input and output features are not included, so the 
regression accuracy may be reduced [32, 33].  In He et al. 
[34], the Pearson correlation coefficient was employed in 
order to deal with various effects of input features on 
output features. The combination of the Pearson 
correlation coefficient and ELM was utilized to develop a 
data-driven soft sensor for the purified terephthalic acid 
process. The details of input layer neurons could be 
instantly shifted to neurons in the output layer owing to 
the implementation of a double parallel structure. Gao et 
al. [35] used the enhanced online sequential ELM, which 
was determined by the configuration of the parallel layer 
network, for predicting the lifespan of integrated 
interchangeable avionics in modern aircraft systems. Li et 
al. [36] established the typical and online least squares 
parallel ELM for creating a model of combustion 
characteristics in boilers in order to diminish the 
pollution emissions. 

Due to the fact that ELM randomly chooses 
thresholds and input weights for a hidden layer in the 
network, the local minimum can be obtained. The 
determination of suitable parameters in the hidden layer 
becomes a concerned issue. To address this problem, 
Guo et al. [37] developed the incremental ELM by 
adding hidden neurons one by one in order to achieve 
the desired approximation capability. Although this 
algorithm could update the output weights of newly 
added hidden neurons, the computational complexity can 
significantly increase [39].  

In this research, a data-driven soft sensor using 
concordance correlation coefficient subsets integrated 
with a parallel inverse-free extreme learning machine 
(CCCS-PIFELM) is presented. The CCCS-PIFELM 
approach has two important features. Firstly, it has two 
subsets utilizing the concordance correlation coefficient 
(CCC) values between input and output variables. The 
input variables can be split into two subsets based on 
their CCC values, one with positive values and the other 
with negative values. Variables with positive CCC values 
are used to create a subset, and those with negative CCC 
values are also used to create another subset. The 
impacts of different input variables on output variables 
are considered as the subsets are created. Secondly, the 
CCCS-PIFELM approach uses an inverse-free algorithm 
assigned to deal with the limitations of matrix inversion 
operations. The weights between hidden and output 
layers are calculated using the inverse-free algorithm, so 
the computational load is reduced. In this research, the 
CCCS-PIFELM approach is employed to develop a 
novel soft sensor for the Tennessee Eastman (TE) 
benchmark process. This process is selected because 
there are numerous elements with highly nonlinear 
characteristics. Furthermore, the parallel extreme learning 
machine (PELM) and the inverse-free extreme learning 
machine (IFELM) are used for performance comparison.   

The arrangement of this research is as follows: 
Preliminaries are introduced in Part 2. The specifications 
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of the proposed CCCS-PIFELM are described in Part 3. 
The composition prediction of the TE benchmark 
process is examined through a demonstration in Part 4. 
In the final part, the conclusions of this research are 
presented. 
 
2. Preliminaries 
 
2.1. Extreme Learning Machine 

 
Extreme learning machine (ELM) is an architecture 

of neural network with a single hidden layer. Parameters 
in the optimization are only the output weights, whereas 
the weights between input and hidden layers are 
randomly created in a specified range. The dataset for 
training with N  samples is defined as 

( ) =   =, | , , 1,2,...,m n

i i i iS a z a R z R i N  where ia  

denotes the − thi  sample in the input vector, iz  

denotes the − thi  sample in the output vector, m  
denotes the size of elements in the input vector, and n  
denotes the size of elements in the output vector. The 
output can be calculated from the input as follows: 

 

( )i t l i lz f q a b=   +          (1) 

 

where t  denotes the output weight among the hidden 

neurons and the − tht  output neuron, ( )f   denotes 

the transfer function, lq  denotes the input weight among 

the input neurons and the thl −  hidden neuron, and lb  

denotes the bias of the thl −  hidden neuron. The 

transfer function ( )f  in the hidden layer can be 

calculated as follows: 
 

( ) ( )

( ) ( )

1 1 1 1

1 1

    

                                   

    

L L

N L N L N L

f q a b f q a b

H

f q a b f q a b


 +  + 
 

=  
  +  + 

(2) 

 

where L  denotes the size of the hidden neurons. The 
cost function can be formulated by 

 

= + −
221 1 ˆ 

2 2
ELMminimize J Z Z        (3) 

 

where 
1 2, ,...,

TT T T L n

L R     =    denotes the 

output weights, 
1 2, ,...,

TT T T N n

NZ z z z R  =   denotes 

the target output and Ẑ  is the predicted output. The 
output weight can be calculated from 
 

H Z +=         (4) 

where L NH R+   denotes the Moore-Penrose 

pseudoinverse of the matrix H  that can be formulated 
by 
 

       ( )
1

.T TH H HH
−+ =                     (5) 

 
2.2. Parallel Extreme Learning Machine 

 
Parallel extreme learning machine (PELM) is 

developed on the principle of ELM, in which the input 
layer is projected onto two separate hidden layers, 

including 
L

iH R  and 
L

iG R , as follows: 

 

( )1 1

i iH f Q a B=  +          (6) 

( )2 2

i iG f Q a B=  + .         (7) 

 
In the PELM, the cost function is identical to that of the 
ELM, so the output can be calculated from 
 

 
 

 =   
 

1 2  .
i

i

i

H
z

G
         (8) 

 

The output weights 1 2     =    can be calculated by 

the least possible sum of squares of residuals. They can 
be written as follows:  

 

1

   Z.

T T

H
Z

G

H H H

G G G



+

−

 
=  
 

      
 =             

       (9) 

 
2.3.  Inverse-free Extreme Learning Machine 

 
Inverse-free extreme learning machine (IFELM) is 

developed for the purpose of reducing the computational 
expense. In practice, an appropriate size of hidden 
neurons is preferable because the computational 
complexity can increase with the size of hidden neurons. 
Hence, the computational complexity is traded off with 
the prediction accuracy. The required accuracy can be 
achieved by increasing the size of hidden neurons. The 

objective function for updating weights of 1L +  hidden 

neurons based on weights of L  hidden neurons can be 
formulated by  
 

( )



+

+ + +− +
1

2

1 1 1min
L

L L L F
Z f Q A B            (10) 

 

where 
( )1

1

m L

LQ R
 +

+   is the input weights for 1L +  

hidden neurons, 1LB +  is the biases for 1L +  hidden 

neurons, and   
F

  is the Euclidean norm. The 

operation of matrix inversion may lead to prohibitive 
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computational expense. With the aim of overcoming this 
problem, IFELM is employed to update the output 
weight as the size of hidden neurons increases. The 

output weight 
( )1

1

L n

L R + 

+   of IFELM can be 

calculated from 
 

        1 1L LU Z + +=                             (11) 

( )

1 2

1 1 1 1
   L L L L N

U U U+ + + + 
 =        (12) 

1

1

TT T

L L
L LT T T

L

U Hcc Uc cI cc
U U

c c c c c U Hc
+

 −
= + 

− 
     (13) 

  
1

2 1
1

L
L T T

U Hc c
U

c c c c

+
+ = − +                   (14) 

 

where ( )= +L LH f Q A B  and ( )1 1

T

l lc f A q b+ += + .     

 
2.4. Concordance Correlation Coefficient 

 
The concordance correlation coefficient (CCC) is 

used to determine the relationship between two features. 

Consider a training dataset with N  explicit instances 

( ) =   =, | , , 1,2,...,m n

i i i iS a z a R z R i N  is available, 

where ia , which includes m  elements, is the vector of 

the − thi  input sample, and iz , which includes n  

elements, is the vector of the − thi  output sample; the 

concordance correlation coefficient xtr  can be calculated 

from  
 

( )( )

( ) ( ) ( )

1

2 2 2

1 1

1
2

1 1

N

ix x it t

i

xt N N

ix x it t x t

i i

a a z z
N

r

a a z z a z
N N

=

= =

 
− − 

 
=

− + − + −



 
 

1,2,...,x m= , 1, 2,...,t n=             (15) 

 

where xa  is the mean values of the − thx  input feature, 

tz  is the mean values of the − tht  output feature, and 

xtr  is the concordance correlation coefficient between 

the − thx  input feature and the − tht output feature.  
The CCC values can be used to determine the 

relationship between input and output variables. In cases 

where 0xtr  , the input variable has a positive effect on 

the output variable. An increase in the input variable 
results in an increase in the output variable. In 
comparison, the output variable increases as the input 

variable decreases in the case of 0xtr  . 

Input variables can be classified into two subsets 
based on their positive and negative CCC values. A 
subset can be created by grouping together variables with 
positive CCC values, and another subset can be created 
by grouping together variables with negative CCC values. 

The influence of input variables on output variables can 
be considered. 

 

3. Proposed Soft Sensor Based on 
Concordance Correlation Coefficient 
Subsets Integrated with Parallel Inverse-
Free Extreme Learning Machine 
 
In this section, a soft sensor based on concordance 

correlation coefficient subsets integrated with parallel 
inverse-free extreme learning machine (CCCS-PIFELM) 
is proposed for multivariate chemical processes. The 
concept of the proposed CCCS-PIFELM approach is 
shown in Fig. 1. The CCCS-PIFELM approach has two 
notable points. Firstly, there are two subsets obtained 
through the concordance correlation coefficient (CCC) 
values between input and output variables. Positive CCC 
values indicate that output variables are positively 
affected by input variables. Negative CCC values indicate 
that output variables are adversely affected by input 
variables. Secondly, an inverse-free algorithm is used to 
deal with the limitation of matrix inversion operations so 
the computational load can be reduced.   

Suppose that N  instances of the training dataset 

( ) =   =, | , , 1,2,...,m n

i i i iS a z a R z R i N  are available, 

where ia  is the − thi  input vector comprising m  

elements and iz  is the − thi  output vector comprising 

n  elements. The CCC values are calculated using Eq. 
(15). According to the CCC values between input and 

output variables, 1Pos N mA R   and 2Neg N mA R   

comprise 1m  input variables with positive CCC values 

and 2m  input variables with negative CCC values, 

respectively, where 1 2m m m+ = . The input weight 

matrices of subsets with positive and negative CCC 

values are 
 1

PosPos m LQ R  and 
 2

NegNeg m LQ R , respectively, 

where 
PosL  is the size of hidden neurons in which extra 

hidden neurons are added to the subset with positive 

CCC values and 
NegL  is the size of hidden neurons in 

which extra hidden neurons are added to the subset with 

negative CCC values ( )= +Pos NegL L L . The biases of 

hidden layer with the positive and negative subsets for 

CCC values are 1 2, , ..., Pos

Pos Pos Pos Pos

L
B b b b =    and 

1 2, , ..., Neg

Neg Neg Neg Neg

L
B b b b =   , respectively.  

The algorithm for prediction in the CCCS-PIFELM 
approach is described as follows: Instances 

( )N m n

ijO O R
 + =    are normalized into the interval [0, 

1] using the following equation 
 

min

max min

j

ij

j j

ij

norm

O O
O

O O

−
=

−
        (16) 
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where 1, 2, ...,i N=  and 1, 2, ...,j m n= + .  

For inputs =,  1,2,...,ia i N , hidden layer outputs can be 

determined by 
 

( )Pos Pos Pos PosH f A Q B= +      (17) 

( )Neg Neg Neg NegH f A Q B= +      (18) 

 

where ( )f   is the transfer function, 


PosPos N LH R  is the 

matrix of hidden layer output for a positive subset, and 


PosNeg N LH R  is the matrix of hidden layer output for a 

negative subset. The weight matrices 
PosQ  and 

NegQ  are 

randomly generated by utilizing a rectangular distribution 
within the interval of [−0.5, 0.5]. The matrix of hidden 

layer outputs 
 N LH R  can be written as 

 

11 12 111 1

21 22 212 2

1 2 1

   

           

           
     =

                                    

        

Pos Neg

Pos Neg

Pos

Pos Neg

Pos Pos Pos Neg Neg

L L

Pos Pos Pos Neg Neg

L L

Pos Pos Pos Neg

N N NNL

H H H

H H H H H

H H H H H

H H H H

 =  

  Neg

Neg

NL N L
H



 
 
 
 
 
 
 

(19) 

 
The output of the CCCS-PIFELM approach can be 
determined by 

 

( )   o o
H H

Z f H B I f B f
I I

  
      

 = + = =       
      

  (20) 

 

where  
1

1   1    1
N

I


=  and 
( )1

  o

L n
B 

+ 
 =   .  

The output transfer function of the CCCS-PIFELM 

approach is linear, so the biases of output layer oB  is 
given a value of zero. The output of the CCCS-PIFELM 
approach can be written as  
 

=Z H .       (21) 
 

In order to reduce the computational load, the 

output weight   is updated using an inverse-free 

algorithm as the size of hidden neurons increases. The 
output weight calculated from the inverse-free algorithm 
is equivalent to the solution of the benchmark ELM 
algorithm using the inverse operation. From the concepts 

in [39], LU  is the inverse-free recursive of the matrix H  
for the CCCS-PIFELM approach. Thus, the output 
weight of the CCCS-PIFELM approach can be 
calculated by 
 

LU Z =        (22) 

1 2   L L L

L N
U U U


 =          (23) 

 

 
 
Fig. 1. Soft sensor based on concordance correlation coefficient subsets integrated with parallel inverse-free extreme 
learning machine (CCCS-PIFELM). 
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1

T T T
L

T T T

c cI cc UHcc U
U U

c c c c c UHc

 −
= + 

− 
      (24) 

  1
2 .

L
L

T T

U Hc c
U

c c c c
= − +        (25) 

 

where    =  Pos Neg

L Pos Neg

L L
c R c c  is the extra hidden layer 

output vector. 
The CCCS-PIFELM approach is compared to the 

PELM and IFELM approaches in terms of prediction 
performance. As performance indicators, the mean 
absolute error (MAE) and root mean squared error 
(RMSE) are used as follows: 
 

1

1
MAE = '

tstN

p p

tst

z z
N

−       (26) 

         ( )
2

1

1
RMSE = '

tstN

p p

ptst

z z
N =

−       (27) 

 

where tstN  denotes the test sample size, pz  denotes the 

observed value and ' pz  denotes the predicted value. 

 
 

4. Case Study 
 
The performance of the CCCS-PIFELM approach is 

evaluated in this section. Simulations are performed on a 
computer with an AMD Ryzen 5 2500U (2.0 GHz) 
processor using MATLAB 2022.  
 

4.1. TE Benchmark Process 
 

Tennessee Eastman (TE) benchmark process has 
been proposed by the Eastman Chemical Company to 
test the effectiveness of various algorithms [34]. The 
graphical representation of TE benchmark process is 
presented in Fig. 2. In this process, the reactor, stripping 
column, condenser, compressor, and separating column 
are the main operating units. Reactants A, C, D, and E 
are fed into the process to produce the liquid products G 
and H, as well as the by-product F. As shown in Table 1, 
22 variables obtained from continuous process 
measurements are used as inputs in order to predict the 
product compositions (mol%) of D, E, F, G, and H. 
Datasets of TE benchmark process with 393 samples are 
collected from the database [40]. 

 
4.2. Developing the CCCS-PIFELM Approach for 

Predicting Outputs of TE Benchmark Process 
 

As shown in Fig. 3, the implementation of the 
proposed CCCS-PIFELM approach can be summarized 
as follows: 

1) Analysis of effects of input variables using CCC 
For each input variable, the CCC value is calculated 

using Eq. (15). In accordance with the CCC values, input 
variables are classified into two subsets which are 
variables with positive and negative CCC values. The 
determination of CCC values allows for the 
consideration of the impacts of input variables on output 
variables. 

2) Normalization and preparation of sample data 
All sample data are normalized using Eq. (16). 

 
 
Fig. 2. Graphical representation of TE benchmark process. 
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Table 1. Input variables and their corresponding ranges of TE benchmark process. 

 Descriptions of input variables [min; max; mean] 

1 A feed flow rate (kscmh)  
[0.004; 0.373; 0.229] 

12 Percentage of product separating column level (%) 
[24.653; 72.488; 53.475] 

2 D feed flow rate (kg/h)  
[3,025; 3,888; 3,452] 

13 Pressure in product separating column (kPa gauge) 
[2,333; 2,693; 2,531] 

3 E feed flow rate (kg/h)  
[3,936; 5430; 4,648] 

14 Outflow of product separating column (m3/h)  
[20.699; 31.118; 25.467] 

4 A and C feed flow rate (kscmh)  
[8.103; 10.242; 9.110] 

15 Percentage of stripping column level (%)  
[0; 107.951; 50.1153] 

5 Recycle flow rate (kscmh)  
[24.914; 30.992; 27.435] 

16 Pressure in stripping column (kPa gauge)  
[2,877; 3,330; 3,116] 

6 Reactor feed flow rate (kscmh)  
[39.566; 46.912; 42.564] 

17 Outflow of stripping column (m3/h)  
[19.801; 24.964; 22.319] 

7 Pressure in reactor (kPa gauge)  
[2,418; 2,789; 2,621] 

18 Temperature of stripping column (oC)  
[43.345; 78.644; 64.795] 

8 Percentage of reactor level (%)  
[58.669; 76.225; 67.575] 

19 Stripping column steam flow rate (kg/h)  
[0; 39.425; 15.734] 

9 Temperature of reactor (oC) [117; 128; 123] 20 Compressor power (kW) [214.200; 295.572; 247.235] 
10 Purge flow rate (kscmh)  

[0; 0.801; 0.414] 
21 Outlet temperature of reactor cooling water (oC) 

[96.516; 110.258; 103.563] 
11 Temperature of product separating column 

(oC) [69.836; 106.597; 90.829] 
22 Outlet temperature of separating column cooling water 

(oC) [61.693; 100.798; 83.856] 

 
Training, validation, and testing sets are classified in the 
proportions of 70%, 15%, and 15%, respectively. 
Training data are used for training the model and 
determining optimal output weights. The validation data 
are employed to prevent the over-fitting problem. 
Testing data are used to evaluate the generalization error 
in the model. 

3) Preparation of two subsets 
Two subsets of positive and negative CCC values are 

determined in accordance with two sets of input 
variables. Sigmoid functions are used as transfer 
functions in hidden neurons. 

4) Training of the CCCS-PIFELM approach 
Hidden layer outputs can be calculated using Eqs. 

(17), (18), and (19) after two subsets of positive and 
negative CCC values are created. The matrix of optimal 
output weight is determined using the inverse-free 
algorithm.  

5) Performance testing of the CCCS-PIFELM 
approach 

The outputs can be calculated using Eqs. (20) and 
(21). Testing data are used in the CCCS-PIFELM 
approach for evaluating the prediction performance by 
RMSE and MAE values. 

 

 
 

Fig. 3. Implementation of the CCCS-PIFELM approach for predicting outputs of TE benchmark process. 
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4.3. Concordance Correlation Coefficient Analysis 
of Input Features 
 

The values of concordance correlation coefficient 
(CCC) can be determined using Eq. (15) for all input 
variables. If the CCC values are greater than zero, output 
variables are positively affected by input variables. If the 
CCC values are less than zero, output variables are 
adversely affected by input variables.  

Results for the CCC analysis of input variables in TE 
benchmark process are shown in Table 2, in which input 
variables with positive and negative CCC effects are 
given.   
 
4.4. Results and Discussion   
 

In this part, the prediction accuracy of different 
approaches, including PELM, IFELM, and CCCS-
PIFELM, is compared. The values of RMSE and MAE 
are used in the evaluation. The optimal size of neurons in 
hidden layer is adjusted by incrementally increasing the 
number of neurons with an interval of five [11]. The 
optimal parameters and response times of the PELM, 
IFELM, and CCCS-PIFELM approaches for the TE 
benchmark process are presented in Table 3.  

According to Table 3, the CCCS-PIFELM approach 
requires the lowest number of weights and biases. In 
addition, it has the lowest response time compared to 
other approaches. Figure 4 shows the predicted product 
compositions using the PELM, IFELM, and CCCS-
PIFELM approaches. It can be observed that the 
product compositions predicted by the proposed CCCS-
PIFELM approach agree well with the actual data. The 
proposed CCCS-PIFELM approach has high prediction 

accuracy and a low response time. These features are 
important for efficient operations in chemical processes.  
 

 
 

Fig. 4. Predicted product compositions using the PELM, 

IFELM, and CCCS-PIFELM approaches for TE 
benchmark process. 

 
Table 2. Results for the CCC analysis of the input variables in TE benchmark process. 
 

Product compositions Input number with positive effect Input number with negative effect 

D 1,2,4,5,6,7,9,11,13,16,17,18,20,21,22 3,8,10,12,14,15,19 

E 2,3,4,10,12,14,15,17,19 1,5,6,7,8,9,11,13,16,18,20,21,22 

F 1,2,3,4,6,7,9,11,12,13,14,15,16,17,18,21,22 5,8,10,19,20 

G 1,2,3,4,5,6,7,8,10,13,16,19,20 9,11,12,14,15,17,18,21,22 

H 1,5,8,9,11,15,16,18,20,21,22 2,3,4,6,7,10,12,13,14,17,19 

 
Table 3. Optimal parameters and response times of the PELM, IFELM, and CCCS-PIFELM approaches. 
 

Components 

PELM IFELM CCCS-PIFELM 

Number of 
weights and 

biases 

Response 
time (s) 

Number of 
weights and 

biases 

Response 
time (s) 

Number of 
weights and 

biases 

Response 
time (s)  

D (1610, 70) 0.0654 (1035, 45) 0.0602 (440, 35) 0.0510 

E (1610, 70) 0.0651 (1035, 45) 0.0605 (410, 35) 0.0504 

F (1725, 75) 0.0743 (1150, 50) 0.0723 (480, 40) 0.0567 

G (1725, 75) 0.0740 (1150, 50) 0.0726 (480, 40) 0.0563 

H (1725, 75) 0.0745 (1150, 50) 0.0722 (480, 40) 0.0567 
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The comparisons of scatter plots for different 
approaches are presented in Fig. 5. The prediction 
accuracy is higher as the predicted data are distributed 
closer to the diagonal line. It can be observed that the 
predicted data of the proposed CCCS-PIFELM 
approach are quite close to the diagonal line, indicating 
that it has a better prediction performance compared to 
other approaches. 

 

 
 
Fig. 5. Scatter plots for predicting product compositions. 
 

Figures 6 and 7 show the values of RMSE and MAE, 
respectively, for the prediction of product compositions. 
The RMSE and MAE values are used to evaluate 
variations of errors in the prediction set. The RMSE 
values are usually greater than or equal to the MAE 
values. The variance of the errors increases as the 
differences between the values of RMSE and MAE 
increase. The results in Figs. 6 and 7 show that the 
proposed CCCS-PIFELM approach can give lower 
values of RMSE and MAE than other approaches. 
 

 
 
Fig. 6. RMSE values for predicting product compositions. 

 
 
Fig. 7. MAE values for predicting product compositions. 
 

Box plots of relative prediction errors are presented 
in Fig. 8. The band within each box represents the 
median value of relative prediction errors. The top and 
base surfaces of each box are the upper and lower 
quartiles, respectively. The length between top and base 
surfaces is the interquartile range (IQR) in which upper 
and lower quartiles serve as 0.75 and 0.25 quantiles, 
respectively. Red plus signs above and below the box 
indicate outliers, whose values are higher than 1.5 times 
the IQR. Whiskers are lines that lengthen above and 
below each box. One whisker relates the upper quartile 
to the highest nonoutlier point, and the other relates the 
lower quartile to the lowest nonoutlier point. The 
narrowest box ranges of the CCCS-PIFELM approach, 
as demonstrated in Fig. 8, indicate that it has been shown 
to have the highest prediction performance. 

 

 
 

Fig. 8. Box plots of relative prediction errors. 
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5. Conclusions 
 
For multivariate chemical processes, a soft sensor 

based on concordance correlation coefficient subsets 
integrated with parallel inverse-free extreme learning 
machine (CCCS-PIFELM) is proposed in this study. The 
analysis of the concordance correlation coefficient is 
performed to classify input variables into two subsets for 
considering their impacts on output variables. The 
inverse-free operation is applied to reduce the 
computational load. The CCCS-PIFELM approach can 
obtain better prediction accuracy compared to other 
approaches. Hence, the CCCS-PIFELM approach can be 
used as a powerful tool for the prediction of output 
variables in multivariate chemical processes. 
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